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SPEEDED SEARCH OF THE PERIODIC PROCESSES
OF DYNAMICAL SYSTEMS

O.JI. LInax. Ilpuckopenmii MOMYK NepioHYHNX NPoueciB IMHAMIYHHX cucTeM. MO/IeTIOBaHHs NEePioJUYHHX NPOLIECIB eNeKTPO-
MAarHITHUX TPUCTPOIB € CKIAIHOI MPoOJIEMOI0. 3aBAaHHs MOUIYKY MEPiOJUYHUX PO3B’sI3aHb HENIHIMHUX AU(epeHIialbHUX PIBHAHb CKIIa-
Hime, HDK 3anaya Komi iHTerpyBaHHS LUX PIBHSIHB, OCKUIBKM BOHO HAaKJIaJa€ Ha PO3B’S3aHHS YMOBY INEpiOJMYHOCTI, TOOTO 3ajada cTae
JIBOTOYKOBOIO 7-TIEPiOANYHOI0 KPaOBOIO 33/1aueio HEeNHIMHUX AudepeHiatbHuX piBHAHb. Mema: MeTolo poOOTH € CIPOIICHHS METOLY
OOYHCIICHHS €JIEMEHTIB MaTPHIli YyTJIMBOCTI MapaMeTpiB 00’€KTa 10 CBOIX IMOYaTKOBUX YMOB LUISXOM aHATITHYHOTO PO3B’S3aHHS PIiBHSIHb
nepuroi Bapiauii. Mamepianu i memoou: IIponoHyeTECS OOUNCIIOBATH €IEMEHTH MATPHI[ MOJeTi YyTIMBOCTI O MOYaTKOBHX YMOB i3
BapialiifHUX PIBHSIHb HE IULIXOM iX CYMICHOTO YHCEIBHOTO IHTErpyBaHHs pa3oM 3 BHXiJHUMH PIBHSAHHAMH Ha MEpioji, a IIyKaTH 3araibHe
PO3B’s3aHHS LIMX PiBHSAHB 3 BUKOPUCTAHHSAM IEpexXifHOi MaTpuui craHy. [Ipu 1boMy 3anuinaeTbcs HE3MIHHUM MOPSIOK PIiBHSHB 00’€KTa,
3HIMAIOThCsl OOMEIKEHHS Ha 3aCTOCYBAaHHSI METOY UL aHATi3y CKIAJHHUX JUHAMIYHUX CHCTEM, 3HAUHO IIOKPAIYEThCS HOTro e()eKTHBHICTS.
Pesynvmamu: 3aBasku He3aleKHOCTI qudepeHLiabHIX PIBHAHD Yy Bapiallisx BiJ 30BHILIHBOTO BIUIHBY BOHU CTAIOTh OJHOPIIHOIO CHCTE-
MOIO JIIHIHHUX nTudepeHtianbHuX piBHAHb. TaKui MiIXiZ CYTTEBO CIPOILYE aHAMi3 i 3HIMAae OOMEKEHHsI Ha 3aCTOCYBaHHS METO/IY Yy TJIMBOC-
Ti 10 HOYaTKOBHMX YMOB IIPH AOCJIIUKEHHI AUHAMIYHUX CHCTeM OY/b-SKOi CKIIaJHOCTI.

Knrouosi cnosa: monesnb 4yTAMBOCTI 10 MOYATKOBUX YMOB, BapialliiiHi piBHAHHSI, EPiOIMYHUIA poLiec.

O.L. Shpak. Speeded search of the periodic processes of dynamical systems. Modelling of periodic processes of electromagnetic
devices is a complex problem. The task of finding of periodic solutions of nonlinear differential equations is more complex than the Cauchy
task of integrating of these equations because it imposes another condition on the solution — the condition of periodicity, that is it becomes a
point-to-point 7-periodic boundary value problem of nonlinear differential equations. Aim: The aim of the work is to simplify the computing
method of the sensitivity matrix elements of the object parameters to their initial conditions by analytical solution of the equations of first
variation. Materials and Methods: The author proposed to calculate the matrix elements of the sensitivity model to the initial conditions of
the variational equations not through their joint numerical integration with the original equations in the period but to search for the common
solution of these equations by means of using a transition state matrix. In this case the order of the equations of the object remains the same,
restrictions on the method use for analysis of complex dynamical systems are removed and its efficiency improves significantly. Results:
Due to the independence of differential equations in variations from external influence, they become a homogeneous system of linear dif-
ferential equations. This approach greatly simplifies the analysis and removes the restrictions on the application of the method of sensitivity
to initial conditions during the study of dynamical systems of any complexity.

Keywords: sensitivity model to initial conditions, variational equations, periodic process.

Introduction. Modelling of periodic processes of electromagnetic devices is a complex problem
due to the necessity of taking into account of physical phenomena of different nature — electro-
magnetic, mechanical, thermal etc. The nonlinearity of the electromagnetic communication of such
devices is caused by the desire of maximum use of active materials such as steel of magnetic cores.

Nominal operating modes of the majority of electrical devices are periodic, that is their coordi-
nates (current, tension, interlinkage etc.) are periodic functions of time. The task of finding of periodic
solutions of nonlinear differential equations is more complex than the Cauchy task of integrating of
these equations from the initial conditions to establishment because it imposes another condition on
the solution — the condition of periodicity, that is it becomes a point-to-point 7-periodic boundary
value problem of nonlinear differential equations.

The basic calculation methods of periodic processes of nonlinear systems in time domain are
such methods as pseudo viscosity, extrapolation [1], gradient [2] and quasi Newton method, or method
which is focused on the definition of the vector of the initial values, corresponding to the established
mode of the system.

The pseudo viscosity method comprises an integration of the state equations for many periods,
necessary for the damping of transient processes. This approach probably is the best for systems in
which the stationary regime is achieved during small number of reaction periods. However, in most
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technical systems the transient process dies during hundreds of periods. In such circumstances, even
the use of modern highly effective methods of numerical integration may require large calculating
expenses. In addition, the accumulation of numerical integration errors can unacceptably distort the
real process; that is evidenced by a large number of practical calculations.

The advantage of the extrapolation method is quadratic convergence and absence of the need to
calculate the gradients or the Jacobian matrix. However, this method requires integration of the system
of equations for a sufficiently large number of p + ¢ periods. In this case the possibility to find stable
and unstable modes is being lost.

The gradient method is based on the mathematical task of optimization of system parameters and
the finding of an extremum of the objective function in the presence of restrictions. This method is
difficult for the algorithm constructing and is rarely used in practice.

The aim of the work is to simplify the computing method of the sensitivity matrix elements of
the object parameters to their initial conditions by analytical solution of the equations of first variation.

Materials and Methods. The author analyses some features of the modelling of periodic ~ pro-
cesses using the method of sensitivity model to initial conditions. There is a computational com-
plexity of dynamical systems because it is difficult to determine the vector of initial conditions, corre-
sponding to established operation mode.

Let us consider a system of nonlinear differential equations, describing a dynamical system
ﬁzA-X+B-U, (1)
dt

where U — the vector of the input action;

X — the vector of variables;

A, B— vectors of system parameters.

Periodic solution X(?) of the system of equations (1), which has period 7, satisfies the following
condition:

X(t+T)=X(?), 2)
where X(¢), X(7+t) — value of the vector of variables at the moments of time ¢ and 7+¢.

The condition (2) turns the task of finding the correct initial conditions into a two-point
boundary-value problem, involving a system of nonlinear equations (1), (2). Equation (2) will be
written for the initial time ¢ = 0 as a residual vector, which is called the objective function:

F(X(0))=X(0)-X(T)=0. 3)

We must find a solution of system of nonlinear equations (3), in which this vector would be equal
to zero. This can be done by using a Newton’s iterative method, whereby the initial conditions are
specified by the formula at each iteration:

XE1(0) = X4(0) = (I- W) - (X5(0) = X(T)), 4

where k— the index of the Newton iteration, and
W(XF(0).T) = OX*(X*(0),T)

0X*(0)
— the matrix of sensitivity of the model variables to their initial values. Each row of this matrix is the
gradient of a certain variable in the space of initial conditions, and each its column describes the
sensitivity of the entire set of changes of variables to one and the same initial condition. It is obtained
by differencing the objective function (3) by X(0):
F'(X(0))=1- AKXOLT) 1
0X(0)

The initial conditions become the required parameters while solving a system of nonlinear
transcendental equations (3).

Previously, the elements of the matrix (5) were calculated using differencing formulas, thus the
Cauchy problem was solved (that is a target function F was being calculated) for one iteration in the
total number of n+1 times (n is the order of the system of equations (1)). This method is extremely

)

~W=0. (6)
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cumbersome and complex, so recently scientists have begun to use the systems of differential
equations in variations. They are obtained by differencing the state equations (1) through the vector of
initial conditions X(0). The result is the following:

43X _ , X

(7)
dt 0X(0)  9X(0)
or
AW
AW, (8)

In connection with the independence of the vector of input action U to the initial conditions X(0)
a derivative OU/0X(0) =0, and the system of variational equations (7) or (8) is a homogeneous sys-

tem of linear differential equations.

Traditionally, the system of variational equations (8) is integrated by any numerical method at
time interval from O to T together with the differential state equations (1), in other words the elements
of the sensitivity matrix are searched together with a vector X. Obviously, in this formulation, the
order of the initial system of differential equations is doubled, which is a significant disadvantage of
the method, particularly in relation to the study of complex dynamical systems.

The ways of problem solving are presented in the article.

The solution of the homogeneous equation (8) can be easily found by a method of separation of
variables, whereby the above equation can be written as:

aw _ A-dt. C)
W

We get the following equation by integrating the previous one from ¢, to ¢ (¢, is the initial time, in
particular # = 0)

W) _
1n—w(t0) = j A()dt (10)
or
W(t) = expﬁ A(t)dt} “W(t,). (11)

t
The condition exp j A(#)dt | describes the motion of the system between the moments of times
to
t and ¢, with zero stimulating effect, and this fact leads to a transition state matrix ®(¢, ) [4], so

D(1,1,) = exp{ | A(t)dt} =X(1)-X'(4,). (12)
It is easy to verify that the transition state matrix has the following two properties:
d
1) E[(I)(z,zo)] =A(1)- @(1,1,) (13)
2) @(1,,1)) =1. (14)
For a given linear system of differential equations
dW (X(t,),t
AR _ A1) WX ()0 (1)
with a condition
W(X(7),1) = W(X(0),0) (16)
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an unique solution for W through the matrix ®(¢, ;) will be the following
W(X(%),1) = ®(,1)- W(X(0),0), (17)
with all ¢, because
W(X(1%).1) = ®(t,1,) - W(X(0),0) = 1- W(X(0),0) = W(X(0),0) (18)
and

%[W(X(to):t)] = %[(D(tmt) -W(X(0),0)]= A(1) - @(zy,1) - W(X(0),2) = A(t) - W(X(0),1) . (19)

So, the name of the transition matrix of the state is quite suitable for a matrix ®(¢, £y), as it
reflects the state of the system at the moment ¢y, with the help of a linear transformation:

W(X(0),1) =D(t,,t)- W(X(0),0) . (20)

Conclusions. The existing practice of investigation of nonlinear dynamical systems by the meth-
od of model of sensitivity to initial conditions provides the addition of variational equations of deter-
mining the elements of the sensitivity matrix to the original differential equations and general numeri-
cal integration of these equations on the period. The growth of the system order of differential equa-
tions on the square of order significantly complicates the computational process, narrows down the
possibilities and worsens the efficiency of the method.

Due to the independence of differential equations in variations from external influence, they
become a homogeneous system of linear differential equations. With the help of the transition matrix of
the state it is possible to find the most general solution of this system of equations without joint numeri-
cal their integration together with the equations of state and without changing the order of these
equations. This approach greatly simplifies the analysis and removes the restrictions on the application of
the method of sensitivity to initial conditions during the study of dynamical systems of any complexity.
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