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SIMULATION MODELING OF ADAPTIVE ROUTING
UNDER EXTERNAL DESTROYING EFFECTS IN NGN
NETWORKS

B.M. Tieapes, I1.A. Illsacipes, B.B. Kocmauescxuii, O.C. Jlonaxos, FO.C. bapuaroea. ImiTauiline MOJeJIOBAHHSI aaNTHBHOI
MapupyTH3amnii B yMoBax 30BHILIHIiX JeCTPYKTUBHHX [Iiii Ha Mepexi 3B’si3ky NGN. CyuacHuMm abGoHeHTaM iH(OKOMyHIKaliHHUX
MOCJIYT NOTPIOHO MIMPOKHM KJac Pi3HUX CIYKO 1 TOJATKIB, IO MPUITYCKAE BEIUKY PI3HOMAHITHICTh MPOTOKOJIB, TEXHOJOTIH 1 NIBUAKOCTEH
nepenadi. Y icHylowill cuTyauii Ha pPUHKY IH(QOKOMYHIKAIHHUX IIOCIYr Mepexi NepeoOTsDKeHi: BOHM IIEPElOBHEHI YHCICHHUMHU
iHTepdeiicaMu KITi€HTIB, MEPEKEBUMH IIApAaMU 1 KOHTPOJIIOIOTHCS 3aHAJTO BEIMKUM YMCIIOM CHUCTEM YNpaBiiHHA. Benuki ekcrutyaTamiitai
BHUTPATH IiIITOBXYIOTh ONEPATOPIB 10 IMOIIYKY PillleHb, 110 CIPOILYIOTh QYHKI[IOHYBaHHS, IPH 30epeKEHHI MOXKIMBOCTI CTBOPEHHS HOBHX
ciyx0 i 3a0e3neueHHi CTabiIbHOCTI iICHYIOUUX JDKepel JOXOMiB, Bif HamaHHs mociyr 3B s3ky. Konuemnuis NGN — koHueniis no0yaoBu
Mepex 3B’s13Ky HacTymHoro/HoBoro nokominHs (Next/New Generation Network), o 3a0e3neuyrots HaJaHHS HEOOMEXEHOT0 Habopy MOCIYT
3 THYYKUMHU HAJAIITYBaHHAMHU 10 X yINpaBliHHIO, IIEPCOHANI3alii, CTBOPEHHIO HOBHX IMOCIYT 32 PaXyHOK YHi(ikalil MEpeXeBUX PillIeHb.
MybTHCEpBiCHa Mepexa — Mepexa 3B’sI3Ky, sAKuil moOynoBanunii BimmosigHo o koHuennii NGN i 3a0e3neduye HajaHHS HEOOMEXKEHOTO
HaOopy iHdokomyHnikauiiinux nocayr (VolP, Iarepuer, VPN, IPTV, VoD ta in.) Mepexxa NGN — Mepexa 3 MakeTHOI KOMYTAIli€lo,
NpHUIATHA Ul HaJaHHS MOCIYT EJIEKTPO3B’sA3Ky 1 IUId BUKOPHCTAHHs JEKIUIBPKOX MIMPOKOCMYTOBHX TEXHOJOTIH TpPaHCIOPTYBAaHHS 3
BKJIIOUEHOK (yHKLier0 QO0S, B sKiii MoB’s13aHi 3 00CIyroByBaHHAM (YHKIIT HE 3a1€XKaTh BiJl 3aCTOCOBAHMX TEXHOJIOTIH, 10 3a0e3MeyyIoTh
TpaHcnopTyBaHHs. OcHoBHa ocobimBicTe Mepexx NGN — nudepeHmiariis Mixk mociayraMy i TpaHCIIOPTHEMHU TexHojorismu. Lle no3pose
PO3IIISLIATH MEPEXY y BUIJISL JIOTIUHO pO3/ieHoi Ha piBHI cyTi. KoxeH piBeHb MEpexi MOXKE PO3BUBATHCS HE3AJISKHO, HE POOIISTYM BILIUBY
Ha iHmi piBHI. MiXkpiBHEBa B3a€EMOJis 3/iHCHIOETECS HA OCHOBI BifKpUTHX iHTepdeliciB. IIpHHIMI JOTiYHOrO PO3JINEHHS J03BOISE
HaJlaBaTU sK ICHYIOYi, Tak i IHHOBAIKHI MOCIYrM HE3AJEXHO BiJl BUKOPHUCTOBYBAaHMX TPAHCHOPTHHX TEXHOJOTIH nocTymy. basoBum
npuHImnoM koHuentii NGN e BifmineHHs oOUH BiJ OXHOrO (GyHKIIIH IepeHeceHHs 1 KoMyTamii, (yHKIIH YIpaBIiHHSA BUKIAKOM 1 (YHKITIH
YHPaBIiHHS TOCTyraMH.

Knouosi cnosa: mepexxa NGN, komipdacta Tomoioris,QoS, mportoxon IP/MPLS, mapmipyrusatop, MepexeBuil pecype, iHTepBal
MOJIEITIOBAHHSI, ONITHMAJIbHA i CyOONTHMAaIbHA MapIIPYTH3allis

V. Tigarev, P. Shvahirev, O. Lopakov, V. Kosmachevskiy, Y. Barchanova. Simulation modeling of adaptive routing under external
destroying effects in NGN networks. Modern subscribers of infocommunication services require a wide class of different services and
applications, implying a wide variety of protocols, technologies and transmission rates. Networks are overloaded in the prevailing situation in
the market of infocommunication services: they are overflowing with numerous customer interfaces, network layers and are controlled by too
many control systems. High operating costs are pushing operators to look for solutions that simplify the operation, while maintaining the
possibility of creating new services and ensuring the stability of existing sources of income from the provision of communication services.
The NGN concept is the concept of building next-generation communication networks (Next-generation network), providing an unlimited set
of services with flexible settings for their management, personalization, creation of new services through the unification of network
solutions. Multiservice network is a communication network that is built in accordance with the NGN concept and provides an unlimited set
of infocommunication services (VolP, Internet, VPN, IPTV, VoD, etc.). An NGN is a packet-switched network suitable for the provision of
telecommunication services and for the use of multiple broadband transport technologies with QoS enabled, in which the service-related
functions are independent of the applied transport technologies. The main feature of NGN networks is the differentiation between services
and transport technologies. This allows to view the network as a logically divided entity. Each layer of the network can evolve independently
without affecting other layers. Inter-layer communication is based on open interfaces. The logical separation principle allows the provision of
both existing and innovative services access technologies regardless of the used transport. The basic principle of the NGN concept is to
separate from each other transfer and switch functions, call control functions and service control functions.

Keywords: NGN network, mesh topology, QoS, IP/MPLS protocol, router, network resource of the network, simulation interval,
optimal and suboptimal routing

Introduction
With the advent of Asynchronous Transfer Mode technology (ATM) [1], which fundamentally
differs from other telecommunication technologies, it became possible to create a transport mechanism
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for transferring all types of information with QoS. As a result, such telecommunication systems are
called broadband ISDN (ITU-T recommendations, series 1.700-799). The competition between manu-
facturers and service providers has intensified the further development of the Internet Protocol (IP)
technology in the struggle for telecommunications users. As a result, the Internet Engineering Task
Force (IETF) working group developed MPLS [2] (Multiprotocol Label Switching) and IP v.6.0 [3]
technologies, allowing the user to provide an unlimited range of applications and QoS. As a result,
IP/MPLS and ATM have become the basic technologies for multiservice communication networks [4],
which have differences, but also have much in common:

—any user and service information is converted into a single form — digital blocks of a certain
length (packets);

— a header with data about the route is added to each digital block, which is predefined and guar-
antees the maintenance of the required probabilistic-temporal characteristics (information transmission
rate, time delay, time jitter, probability of incorrect reception per message / packet / symbol, probabil-
ity of denial of service) transmitted information;

— at the destination, the packages are combined and converted to their original form and handed
to the user for further processing.

Thus, the presentation of all types of information in a single digital format and the allocation of
the required network resources that guarantee QoS, before the start of the transfer of user information,
are mandatory components of IP/MPLS and ATM technologies. A significant contribution to the solu-
tion of issues related to the creation of a theoretical and practical groundwork in the construction of
secure telecommunication systems was made by the works of famous scientists such as W. Diffie,
N. Ferguson, B. Forouzan, M. Hellman, B. Schneier, A. Shamir, C. Shannon, V. Stollings and many
others.

Analysis of publications

Numerous studies [5 — 12] and other works prove the significant influence of network layer pro-
tocols on parameters QoS of applications of multiservice communication networks. This fact stimu-
lates the developers of telecommunication equipment to research and implement new, more advanced
software and hardware systems that carry out routing procedures. At the same time, such complexes
are structure-forming for NGN. This means that the introduction of new routing methods always en-
tails serious material costs and the implementation of global organizational and technical measures on
existing networks. It is desirable to have universal complexes that implement routing procedures capa-
ble of supporting any technologies for generating packets of user information (ATM, IP of all ver-
sions, Ethernet, etc.). As a result, the MPLS protocol was developed, which implements the “Statisti-
cal” method of forming the information distribution plan. The use of MPLS in conjunction with other
network technologies (ATM, IP of all versions, Ethernet, etc.) provides QoS of an unlimited range of
applications and does not require significant material costs on existing NGN networks. The “Statisti-
cal” method of generating a distribution plan organizes the route according to the accumulated statis-
tics of previously established connections. This is an advantage of this method and a serious disad-
vantage at the same time.

Unsolved problem area

Due to the lack of statistical information, we can assume that in conditions of external destructive
influences on the elements of NGN networks, this method will not effectively solve the problems of
routing procedures. Hence, in conditions of an external destructive impact, when approximately 30 %
of the network resources of a multiservice communication network fail, more advisable to apply the
“Avalanche” method [12] of forming an information distribution plan in comparison with the “Statis-
tical” one.

Therefore, it makes sense to conduct an additional study of this result on communication net-
works with different structures using various mathematical and simulation models.

Purpose of the article

1. Using software products to develop a methodology, model, algorithms for the study of routing
methods in conditions of external destructive influences.
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2. Investigate the influence of the used routing methods on the quality of service of applications
in conditions of external destructive influences.

Simulation of NGN network in conditions of limited network resources

Let:

kfﬁ"‘) — be the rate of receipt of requests from authorized users in the ISS with the required quali-
ty of service for the -th application (¢ =1E):
qu :{qﬁtiq)}’ i=1 C; (1)
Qu ={al}, =L,

relation (1) determines the values of the required Q,, and actual Q,, quality of service when request-

act

ing a user application ¢,
where qifq) — the i-th parameter of the quality of service (delay time, information transmission rate,

reliability, noise immunity, information security, and so on) required by the &-th application (e =E)
to transmit user information;

Y _(t) — external destructive impact on the NGN network for the purpose of unauthorized use of
network network resources r_(t), parameters of the quality of service of user applications that the
NGN network actually provides;

q®) — the i-th quality of service parameter (delay time, information transfer rate, reliability, noise
immunity, information security, and so on), which actually ensures the reliability of the NGN network.

r,(t) — common network resource MCC — a set of software and hardware and communication

channels MCC, providing transmission of all types of information.
Therefore, with the given network traffic parameters the following can be stated:

{n®. A, ¥ _(1)}
Routing
ROOT ={ROOT,,, T ROOT_.}, ()

(here, the sign T means the sequential execution of two procedures), containing procedures for gener-
ating a set of routing tables (ROOT,,,) and procedures for selecting outgoing traffic (ROOT..) in

each AC when searching for a route n,, s between the Ml and the PS.

According to (2), routing will be:
—optimal if with minimal use r_(t), that is:

r,(t)=minr,(t), condition is fulfilled Q,, =Q,,;

— suboptimal if under the condition
I!tr)n minr, (t), requirement is met Q,, >Q,, .
I (1)—>

In an NGN network, a connection denial occurs when user network resources are unavailable to
guarantee the QoS of selected applications. In this regard, it is of interest to study the influence of
routing methods ROOT (2) on the availability of user network resources under conditions of external
destructive impact ¥_(t).

Selection of software for simulation

There are quite a few software products for modeling communication networks: COMNETIII by
CACI Products Company; OPNET from OPNET Technologies; NetCracker XA; OMNET++; NS2;
NS3 (The Network Simulator); CPN (Colored Petri Nets) and many others. A detailed comparative
analysis of the most well-known products of simulation of communication networks is given in works
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[13 - 15] and many others. At the same time, important criteria for choosing a particular software
product are:

— convenient graphical interface;

— the possibility of varying the simulation parameters during the experiments;

—the price of a software product and many other criteria necessary for analyzing the network
processes of telecommunication systems.

We will use the specialized software Opnet Modeler v. 14.0 [16]. This software product is in-
tended for simulation modeling of communication networks. It contains an extensive library of soft-
ware and hardware systems (routers, switches, routed switches of various levels, etc.) that implement
network technologies and protocols well-known on the telecommunications market.

For simulation, the “Mesh” structure typical for a multiservice network (Fig. 1) [17] was chosen.
It includes 5 local communication networks (Lan), 10 routers (Routerl — Router10) and one server
(Server_1).

File Edit Wiew Scenarios Topology Teaffic Services Protocols MetDoctor  Flow analysis DES 3DNY  Design Windows  Help

DS EANEEe 2L m f AN E &k #a/BEE UM

Fig. 1. The initial structure of the analyzed multiservice communication network

Each local network is organized on the basis of Fast Ethernet technology:
— contains 10 computers connected to the switch according to the “Star” principle;
— it is supported by the TCP and UDP protocols on the transport level;
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— generates video conferencing traffic (Video Conferencing, VC) at a speed of 1350 kbps (frame
size 128x120 pixels, frequency 10 frames/s, resolution 9 bits per pixel).

The choice of video conferencing is justified by the fact that this application imposes increased
requirements for QoS (high speed and minimum latency when transferring information).

Considering that only video conferencing, organized on the basis of client-server architecture,
was selected as an application, the characteristics of the Sun Ultra server were chosen as minimal — a
dual-core processor with a frequency of 2 GHz with support for the Sun Solaris operating system.

The LANSs and the server are connected to their respective routers using cables that support the
100 Mbps Ethernet family of technologies.

Routers interact with each other at the link level using the Point to Point Protocol (PPP) protocol
and are connected by a network cable with the same pre-determined (in each simulation test) band-
width r=1000 Mbps, r=100 Mbps and r=10 Mbps. Thus, in one simulation test, each link connecting
the routers is only r=1000 Mbps, in another r=100 Mbps, and similarly in the next r=10 Mbps.

We represent the structure of a multiservice communication network [18] in the form of an undi-

rected graph G[A;,M;] with a set of: vertices A, ={a }; i=1S§, corresponding to switching nodes

edges Mg ={m;}; i, j:ﬁ i # j corresponding to the communication line.

Let each communication line have an average throughput during the observation time T, which
we will call the communication line resource. Obviously, the total average network resource of the
NGN network will be determined by the expression:

S

R, = Z r, [bit/s]. 3)
i, j=Li=]
Step-by-step reduction of network cable bandwidth from 1000 Mbps to 10 Mbps reduces overall
network resources (3):

R,=12-r, (4)

thereby imitating the process of external destructive influence on the analyzed communication net-
work. The routers of the analyzed network in each simulation test support only one method of generat-

ing the information distribution plan OSPF (“Avalanche™) or MPLS (“Statistical”). ROOT 2’
ROOT "

mm

Thus, given:

— the method of forming the information distribution plan; ROOTy;

— shared network resource R, (total bandwidth r of the network cable) one test consists of a thir-
ty-minute simulation of the functioning of the analyzed MSS.
Moreover, the MSS functions in a normal mode in the absence of external destructive influences from
zero to the fifth minute, Fig. 2.

External destructive impact on NGN
A

— —
Roulter9 Roulter5 Roulter6

|
] T T T I
0 5 10 15 30 T, min

Lack of external destructive influences on NGN
Fig. 2. The order of failure of routers

In the fifth minute, Router9 is out of order. In this state, the communication network continues to
function until the tenth minute. At the tenth and fifteenth minutes, respectively, in addition to Router9,
routers Router5 and Router6 are disabled.
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This process (sequential disabling of routers), in addition to a step-by-step reduction of total net-
work resources, is represented by formula (4) and simulates an external destructive effect on the ana-
lyzed NGN network. As a result, the structure of the analyzed communication network in the process
of one test changes from “Mesh” to “Linear” (Fig. 3, 4, 5, 6). The result of one simulation test is the
number of VC packets N per unit time.

losses

‘\l Router9

Fig. 3. The structure of the analyzed MCC Fig. 4. The structure of the analyze MCC
from 0 to 5 minutes of modeling from 0 to 5 minutes of modeling

'\‘ Router9

Fig. 5. The structure of the analyzed MCC Fig. 6. The structure of the analyzed MCC
from 10 to 15 minutes of simulation from 15 to 30 minutes of simulation

The results of simulation modeling of the analyzed NGN communication network are presented
(Fig. 7,8, 9).
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Fig. 7. Bandwidth r=1000 Mbps
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Fig. 8. Bandwidth r=100 Mbps
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Fig. 9. Bandwidth r=10 Mbit/s

Let’s build graphs of the main values of the obtained simulation results.

Let’s introduce the following notation.

R"; i=14 — the total network resource of the analyzed MSS in one simulation test at the ap-
propriate time interval, which is determined by:

R =12.r — simulation interval from 0 to 5 minutes;

R® =9.r — simulation interval from 5 to 10 minutes;
R® =7.r — simulation interval from 10 to 15 minutes;

R =6-r — simulation interval from 15 to 30 minutes;

Taking into account formula (4), we calculate the value of the variable x, which determines the
degree of unavailability of the shared network resources of the analyzed network, according to the fol-
lowing rule:

_R®M —
RO

We will add the obtained results to Table 1. We omit the index i at x, and normalize the values
of Table 1:

N=1-— N’j\llosses : j=1,_3,

losses (max)

where N/ j=1,_3 maximum value N in each of the three simulation tests:

losses (max) ;
N 1

losses (max) =4300; N : =1300; N 3 =750.

losses (max) losses (max)

losses
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Table 1
Results of simulation
Ne r X Nlosses
Simulation test Mbps ' MPLS OSPF
X1= 0 0
%,=0.25 1400 1800
1 1000
%3=0.42 1800 2300
X4=0.5 3200 4300
%;=0 0 0
%2=0.25 375 475
2 100
%3=0.42 675 600
X4=0.5 1300 1150
X1= 0 0
%,=0.25 0 0
3 10
%3=0.42 150 150
X4=0.5 700 450
Results

There the calculated results are presented in Table 2 and Fig. 10, 11, 12.The results of modeling
and calculation allow us to assert that in conditions of external destructive influence ¥_ (t), in which
approximately 30 % of the network resources of the NGN network fail, it is advisable to apply “Ava-
lanche” methods of forming an information distribution plan.

Table 2
Normalized simulation results
N
r, Mbps X
MPLS OSPF

0 1 1

0.25 0.67 0.58
1000

0.42 0.58 0.47
0.5 0.26 0

0 1 1
0.25 0.73 0.64

100

0.42 0.48 0.54
0.5 0 0.12

0 1 1
0.25 1 1

10

0.42 0.79 0.79
0.5 0 0.36
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0.3 \ 0.3 \ 0.3 ]
0.2 \ 0.2 A

0.2 :
\ 17, \ :
0.1 0.1 - 0.1 :
0 025 042 X 0 025 042 X 025  0.42 X
Fig. 10. Normalized simulation Fig. 11. Normalized simulation Fig. 12. Normalized simulation
results at r=1000 Mbit/s: results at r=100 Mbit/s: results at r=10 Mbit/s:
1 - MPLS; 2 - OSPF 1 - MPLS; 2 - OSPF 1 - MPLS; 2 - OSPF
Conclusions

Using various mathematical and simulation models, the research of routing methods in conditions
of external destructive influences on NGN network elements was carried out. The results lead to the
following conclusions.

1. Application of one or another routing method is relevant for a specific scale of external de-
structive impact.

2. In the absence of external destructive influence, the “Statistical sequential” routing methods
provide a larger user network resource in comparison with “Avalanche” methods, therefore, increase
the possibility of transferring a larger amount of user information.

3. In accordance with averaged data, in conditions of external destructive influences the analysis
of the functioning of the NGN network showed that in the event of failure of more than 30 % of the
elements of a multi-service communication network, the parallel routing methods can reduce the aver-
age probability of refusal of user requests for service by up to 20 %. This result is confirmed on vari-
ous structures of multiservice communication networks and with using various mathematical and sim-
ulation models.

4. If in conditions of external destructive influences is impossible to change the “Statistical se-
guential” routing methods to “Avalanche parallel”, then at the design stage of multiservice communi-
cation networks necessary to provide at least 30 % of the reserve of their network resources.

5. If at the design stage of multiservice communication networks provide for at least 30% of the
reserve of network resources, then this will allow:

— increase the ability to transfer a larger amount of user information in conditions of external de-
structive influences on the elements of a multiservice communication network;

—to implement the protection of user information (confidentiality, availability and integrity)
through parallel (multi-path) routing methods by using geographically distributed resources in multi-
service communication networks (communication channels, cryptographic software and hardware sys-
tems, databases, and so on).
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